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ABSTRACT: This paper addresses the needs for standards in the Modeling and Simulation (M&S) community to facilitate the extension of emerging XR capabilities in a use-case for human warfighters. The authors posit that these non-humans might take various forms, the nature of which is left to the passage of time to reveal. The various existing forms of autonomous devices and the degree of their autonomy are surveyed are. The next section briefly reviews the rapid and accelerating progress in virtual human behavior and adduces evaluative comments from users in the authors’ research projects into virtual humans. Based on their operational and research experience, the future of such technology trends is extrapolated. A scenario is advanced in which various non-human operational entities would be infused with doctrinal guidance and controlled locally by a human with back-up, The man/machine interfaces are suggested and analyzed in light of current on-going research in which some of the authors are participating. The benefits of using non-humans for dangerous tasks is considered, as are the ethical and societal risks of loosing machines with lethal weapons into the confusion and tumult of the modern, often urban, warfare. The beneficial interface impacts of making the non-human entities respond to human control and appear human, via augmented reality, to human controllers would be major human factors research goals, which the paper will outline, and pursue in the abstract. They will discuss the avenues of research in Artificial Intelligence that will surely be applicable and raise issues of checks on learned behaviors becoming violative of civilized standards or US humanitarian mandates. These issues are considered in a way that should be extensible into other areas with similarly conundrumal issues, e.g. valuable unique critical benefits, but significant risks. The paper closes with an articulation of the needed community support and contributions..
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Combat is by definition exceedingly difficult because it pits humans against human with ultimate stakes. Identifying and deploying technologies that can reduce the costs and improve the outcomes of combat have been a centuries-long quest from the improvement in metal weapons, through the introduction of the Gatling gun and on to the Manhattan Project [1] Keegan, 2011, [2] Keller 2008. Advancements in technology have enabled new weapons systems with more capability. In particular various recent forms of artificial intelligence have enabled autonomous devices to perform existing and emerging combat roles. This technology has brought its own problems: notably information overflow and efficient fail-safe control. The solutions advanced below are offered as a way to improve the interface between a trusted human and multiple efficient mechanical henchmen. This paper is based on both research and operational experience involving the use of autonomous entities, and it enumerates issues of control and ethics. This is followed by an outline of the future for the paper’s vision and of the current research that supports achievement of that vision. The paper concludes with a discussion of the implementation envisioned and the challenges that must be addressed. 


Background
[image: mq9_reaper.jpg] (
Figure 
1
. MQ-9 Reaper [4]Military-Today, 2020)
)
Technologies for autonomous warfighting entities are emerging. The art has advanced from early enhanced weapons to self-driving cars and remote piloted aircraft such as the MQ-1 Predator and MQ-9 Reaper. These Remotely Piloted Aircraft Systems (RPAS) are not only passive intelligence gathering capabilities, but are manifestly lethal weapons, with on-board capabilities to identify and actively target both facilities and human beings. [3] NY Times, 2020. Figure 1 shows a MQ-9 Reaper launching a surface to ground missile, an AGM-114 Hellfire. That missile can carry 25 pounds of explosive and is effective against personnel, armored vehicles, and bunkers. It can be guided remotely or by local targeting using lasers. 

Using this technology in combat situations faces many major obstacles. Two are important to the thesis of this paper. The first is that we, as a society, do not want to cede life-and-death control to non-human entities [5] Bieri, 2014. The second is that the information flows from the autonomous entities have now dramatically increased and threaten data-overload for the warfighter [6] Defense Systems, 2020.

Historical Progression of Combat Technology

Development and deployment of autonomous weapons has proceeded since WW II. The introduction of radar detonated anti-aircraft shells [7] Brennan, 1969 and self-guided torpedoes [8] Jolie, 1978 progressed to more sophisticated “fire and forget” weapons. These developments were straight forward because the target was designated before the weapon was fired. All of the ethical decisions concerning correctness and rightness of the target were made before weapon launch. In this case the information exchange between launcher and weapon was limited to minor adjustments in position. Even if information flow failed, the consequence was rarely more than that the target was not destroyed.

Technology has progressed to enable even more capable autonomous vehicles. Much of the work required for autonomous automobiles, such as image recognition, route strategy and emergency response is directly applicable to combat machines. Current autonomous automobile technology has progressed to solve almost every driving environment. Shipped products have the capability to drive from coast to coast, find a parking space and then pick up the driver at a nearby location. Robotaxi demonstrations are already being conducted in some locations [9] Krumwiede, K & [10] Liou R., 2019. Solutions to the remaining problems in autonomous driving are under development.


Current Remote Control Experience

One the major differences in operating unmanned vehicles is the simple fact that the operator is not ‘present’ with the vehicle in its ‘real-time’ location. This illuminates a number of challenges that were perhaps manifest in manned operations, but are now largely ancillary [11] Callahan, 2014. Using manned aircraft as an example, the pilot is the ultimate arbiter of what they decide to act upon. The use of situational awareness to make informed decisions is a key tenet in the operation of any aircraft. However, in operating unmanned aircraft, at best a pilot’s situational awareness is muted, at worst it is significantly degraded (Figure 2.) Throughout flight school, student pilots are told to rely on their instruments. They must not rely solely on their kinesthetic sense because a pilot’s body and mind are easily misled. However, the sensory indications that pilots feel as they fly aircraft are essential to build situational awareness in order to evaluate what the aircraft is “telling” them. A short example: a caution light illuminates; the pilot sees it and immediately references gauges associated with the light. Once the gauges are evaluated, the pilot may evaluate the feel of the aircraft (i.e. vibrations, sounds, smells). Ultimately, a decision is made. The senses help build the extra information necessary to make informed decisions. All of this happens, usually, in a matter of seconds.  (
Figure 
2
. US Reservists staff a Drone Control Console (US Air National Guard Photo)
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The aforementioned example is largely absent in unmanned operations. The operator will get a visual indication on a problem, but the sensory indicators are absent. Evaluation is hampered due to the sensory deprivation and oftentimes, the only option is to direct the vehicle or drone to return to its base of operations. There is little troubleshooting that an operator can do to fix a remote problematic situation. 

This is further exacerbated by the filter of technology. In most cases, an unmanned operator is operating two systems in series. They sit at a console or some sort of control station that takes inputs and then feeds the information to the vehicle. Likewise, the flow returns. While this is necessary, this ‘filter’ means that there are two separate pieces of equipment that can have problems and, again, detract from the operator’s ability to properly and efficiently evaluate situations, whether it be mission or aircraft-related. This “filtering” idea is further compounded by the communications latencies associated with unmanned operations. Again, using aviation as an example, if a pilot moves his hands to manipulate aircraft controls, the aircraft responds almost instantaneously. By contrast, the operator at a control station makes a control input, the control station sends the input via communication link and the unmanned system responds. The idea of “real time” action is not yet possible in the unmanned or autonomous systems. 

This leads inevitably to further discussion on what unmanned aircraft should be “allowed” to do. In a military context, decisions using drones are not taken at face-value. Drone usage has often been confined to environments that allow them to be there. There is little or no threat to their being destroyed or shot down. To put it simply, there is no appreciable threat to their destruction. However, implementation of drones in a real-time combat situation will require careful evaluation of the Law of Armed Conflict (LOAC) [12] Green, 2018 and associated governing directives. If a force is not actively putting its own personnel at risk (i.e. death, maiming), are they adhering to the tenets of LOAC if the other force is? This idea of mutual risk has been the major tenet of LOAC and made it acceptable. If we risk nothing but machinery, is it still armed conflict? Or is it something else? Also, the issue of the emotional impact on the operator may be different than that of the live pilot in a cockpit.

On a less philosophical level, consideration must be given to how much do humans trust unmanned assets to help them make time-critical informed decisions. Regarding the idea of latencies, the information received via drone (in the current construct) will always be less timely than if a human passes that information [13] Hoppe et al., 2019. Part of this distrust is resultant from the fact that a decision maker cannot easily ask further questions of a drone like they might of a human. Basically, the limited sensor data one sees from a drone are often constrained. Analysis is left up to those at the base who may be significantly detached emotionally, for good or for ill. A more human interface might make these issues more amenable to current training, skills, and practice. In the time it took for the information to get from the drone to the operator to the staff to the decision maker, things may have changed. Having a virtual human as the communications interface might reduce human reaction latencies enough to counter communication latencies. If this were to be possible with humans-in-the-loop, there might be faster updates and more clarification. 

In order for unmanned systems to execute more than rudimentary functional military tasks, the interaction between operator and remote vehicle would benefit from resembling that of a typical human experience. Interfaces such as haptics must allow for greater situational awareness that allows the operator to “feel” the drone as it operates [14] Knierim et al., 2017. While technology is a force multiplier, its complexity can prevent the operator from effectively and efficiently using their vehicle. The filter, while likely ever-present, must be reduced in scope such that time-lag is as small as possible. Information passage must be of high fidelity such that real-time analysis is possible and answers inevitable questions of clarification. This list of necessary changes is not exhaustive and simply represents a starting place for better human-machine interactions. To make progress this is where one must begin.

Ethical Control of Combat

To maintain the ethical control required by society, the autonomous entity capability must be limited, and a human supervisor must control the lethal actions of the entity. For a remotely piloted aircraft, the interface can parallel an existing aircraft and few additional problems are introduced. But a combat infantry drone is another matter. Although the nature of the controlling interface for such a drone is not clear, the dramatic increase in information flow is clear and will certainly be a problem.

Information Overflow

Information flow and specifically too much information has been a major and well-studied problem. It is widely acknowledged that information overflow can be deadly to warfighters [15] Shankar & Richtel, 2011, [16] Bateman, 1998. In high technology areas such as piloting fighter aircraft, getting the right information has been a problem under study for many years [17] Hettinger & Haas, 2000


Vision of the concept

Throughout history, militaries have hone command and control to assure that combat meets the strategic and ethical objectives of organizational leadership as described centuries ago by Sun Zu [18] Griffiths, 1963. Rather than create a totally new approach to warfare, a logical development is to integrate the autonomous entity into existing military command relationships with minimal changes. This would enable limiting the ethical decision-making to well-trained, trusted warriors who would be in control. The relationship between this trusted human and the autonomous entity would then resemble the relationship between a sergeant and his squad.

Arguably, an autonomous private should not have all of the ethical responsibilities of a human private. This change in role is not a dramatic. The ethical requirements of a fighter pilot are analogous, so the modification in role should be achievable. Similarly, in many combat teams’ minor revisions to duties, responsibilities and ethics of the roles would enable autonomous entities to serve in that capacity.

One advantage of this approach is that it leverages all of the existing military training and thought. All levels of command would continue to use the commands and concepts they have already learned to use this new technology. The impact to training organizations and operations would thus be minimized.

The vision is to place autonomous entities into the existing military hierarchy with minimal changes. In particular, the command and control language and semantics should be as close to existing practice to take advantage of the thousands of years of experience represented.

Elements of the Concept

The elements of this concept include
1. A mechanical device capable of physical tasks necessary for a combat mission
2. An artificial intelligence to operate the device and support the interface with the command structure
3. A command structure utilizing the function of the device, including humans designated to control the device
4. An optimal user interface to efficiently use the abilities of the device and the human controller

This paper will not address the technologies of the mechanical devices. The existing technologies discussed above will logically be extended to provide the capabilities required for autonomous warfighting devices. The best command structure is the existing command structure that has evolved over centuries that has already adapted to changes in technology and human society. The interface for this task may be Virtual Humans. This technology is introduced below. It should be noted that advancements in artificial intelligence will enhance both the interface and the capability of the autonomous entities. Quantum computing is one of these technologies and is discussed below in relation to Virtual Humans.

Current Advances and Emerging Technologies in Virtual Humans

One accepted, but emerging, technology is that of Virtual Humans. As that term is used in this paper, a wide range of virtuality is accepted, including using computer-selected video clips of a live human. It is a creation in virtual reality portrayed by an avatar which attempts to recreate the appearance, voice, feel, and interaction that a live human would produce. Using the advances in several new technologies, including but not limited to natural language processing (NLP), virtual reality (VR), computer-generated imagery (CGI), machine learning, and virtual learning, “live” person entities can be presented. The uses, as well as the limits of these tools are becoming evident. Researchers at ICT have developed programs that have been shown to be effective, e.g. SimCoach, New Dimensions in Testimony (NDT), PAL3, and others [19] ICT, 2019. These are generalized under learning sciences, medical VR, mixed reality, narrative, social stimulation, virtual humans, and vision and graphics. The field of knowledge available here is immense, and countless resources and expertise are now becoming available in this promising field. The user interface can take many forms, as in Figures 3, 4 and 5 below.\
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Natural language processing comprises “an area of research and application that explores how computers can be used to understand and manipulate natural language text or speech to do useful things” [20] Chowdhury, 2003.Using this definition within the context of virtual environments, NLP tools allow computer technology to recognize voice input, analyze voice tone, provide lifelike conversation, retrieve information, and many other applications in combination with machine learning. Recent developments in NLP have made amazing bounds like “a single convolutional neural network architecture that, given a sentence, outputs a host of language processing predictions: part-of-speech tags, chunks, named entity tags, semantic roles, semantically similar words and the likelihood that the sentence makes sense (grammatically and semantically) using a language model” [21] Collobert & Weston, 2008.

The MentorPal project was designed to produce a virtual conversational computer agent to assist high school students select a career. In order for the project to gain some insight into the “conversationality” of the mentors, they made the product available in three settings: an engineering fair on campus, a class room setting at a private tutorial organization, and in a computer lab at the Naval Postgraduate School’s summer program for high school students. For students using the system individually, they were content to ask questions from MentorPal for fairly long periods of time, approaching ﬁfteen minutes. However, it should be noted that these students were not randomly selected, and the data does not presume to be probative of a formal thesis. 

As the intent of the project was to create a conversational easiness with the student that would encourage the mentor-mentee relationship, one of the areas in which the team was most interested was the students’ casual impression of their dialogue with the mentor. Since this effort was to help guide the programmers, rather than as a research study, no formal survey was done of all of their views. However, to help benefit from suggestions about how to improve the system and collect visitor reactions, a straw poll was oﬀered to students and adults who spent significant time with the mentors. The data from this straw poll are summarized in Table 1. A smaller preliminary subset of this data was reported in an earlier paper by the authors [22] Beck et al., 2018. The most dramatic factor was the high level of “conversationality” perceived by the students and the few adults who also opted to assess it. (
Table 
1
. Likert-style Straw Poll on “Conversationality?
)[image: MenteeLikert.jpg]

Applications of interest in cross reality (XR), as a synthesis of several vitalities and reality, can use developments in the interpretation of language which have been recently enhanced by the many researchers focusing their studies on the field. At ICT alone, progress has been made in training/learning environments [23] Kenny et al., 2007, multi-party dialogue[24] Traum & Rickel, 2002, ethics and cooperation [25] Allwood & et al., 2000, health applications [26] Rizzo et al., 2011 , and representation and reasoning [27] Swartout et al., 2006. Although automated speech recognition (ASR) is far from perfect, some of the best software, “Google achieved 73.3% of exact recognized phrases with a 15.8% [Word Error Rate] ” [28] Kudryavtsev et al., 2008, and the technology will continue to improve. It is also important to note that many of the errors in ASR are caused by slurred speech, cultural slang, and context, stemming from a “lack of consistent units of speech that are trainable and relatively insensitive to context” [29] Lee, 1988. Although this causes problems when comparing these transcriptions with global data, models can be trained locally using software such as CMU Sphinx from Carnegie Mellon University, as applied to languages such as Arabic [30] Satori, et al., 2011. All of these will continue to improve with time, as hardware, software, and data storage and availability are areas within which research is eminent and directly valuable. Specifically, the speed and application of quantum computing will engender significant advancement in NLP and its applications: one of which is the impactful area of virtual humans.
 (
Figure
 4.1. Subject receiving direction in light stage 
used for generating 3-D imagery for holographic display
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Effective Conversational Interfaces

The SimCoach system (see Figure 3 above) experience aimed to “motivate users to take the first step – to empower themselves to seek advice and information regarding their healthcare”. These virtual systems have been shown to have more success, generating deeper levels of confidence with patients than even live healthcare interactions [31] Rizzo, et al., 2011. The successes of these operations so far foreshadow abundant uses in the near future.

A closer analog may be found in the area of storytelling and gaming. The New Dimensions in Testimony project “allows people to have an interactive conversation with a human storyteller (a Holocaust survivor) who has recorded a number of dialogue contributions (Figure), including many compelling narratives of his experiences and thoughts” [32] Traum et al., 2015. The project’s important mission of preserving the stories of Holocaust survivors can be applied to endless amounts of other important persons and tales. Advances in gaming allow for utilization in learning, entertainment, healthcare, and lifelike training for things like combat and critical thinking. 

Some of the current negatives concerning virtual learning are the difficulties of personalizing learning, handling live questions, accommodating different learning styles, and similar issues. 

Future fields of focus will come in increased sophistication in such virtual environments and interaction. For example, imagine a system which takes in a live recorded interview with a president, or other prominent or knowledgeable figure, and generates an interactive environment in which a user can experience the interview by asking the questions themselves. Such things are already in existence, and they will only become more prominent and powerful. However, the need for extensive processing power, efficiency, and data storage and transfer remains a limiting factor for such developments. We believe that the aforementioned applications call for considerable further exploration and research. 

4.1 Computational Advances will Enhance the Experience.

Many of the looming hurdles to advancing these new technologies seem to be beyond the reach of current technologies, both in hardware capabilities and software sophistication. [33] Yao et al., 2018. The advent of promising emerging technologies and approaches is worthy of consideration here. To have defense utility, training a “virtual human” should be orders of magnitude faster than that necessary to develop and live human. The major impediment here is the long training times for so complex a set of behaviors. The amount of material to be input and then recursively looped through a training algorithm presents a daunting obstacle. 

Deep learning, which uses layers of computational units to learn data representations at multiple levels of abstraction, has emerged as the leading methodology for developing NLP applications [34] Young et al., 2018, [35] Pouyanfar et al., 2018. These networks are called Convolutional Neural Networks (CNN). Word vector representation or word embeddings learned using neural networks can capture the meaning of words by embedding similar words closer to each other in vector space [36] Mikolov, 2013. Distance and relative direction of words can capture semantic meaning. The word for queen can be approximated using vector arithmetic: queen = king – man + women. These word embeddings form the basis for input to deep CNN networks for a variety of NLP applications, including topic classification and sentiment analysis. In question answering (QA) applications CNN are used to select semantically similar answers from an existing knowledge base. 

CNN processes sequential data, such as sentences, by using windowing, but the window size is fixed at training time. Word context outside the window is ignored. Recurrent neural networks (RNNs) are designed to processes sequence data. RNN adds feedback loops into the neural network, which enables it to retain state information and process variable length of input sentences. A popular recurrent network is long short-term memory (LSTM), which introduced the notion of gates (input, output and forget gates) to regulate the flow of information [37] Hochreiter, 1997. This ability to remember long distance information enables LSTM to perform well in applications like natural language translation and dialogue systems. 

Stochastic neural networks, or Boltzmann machines, are a type of neural network that introduces randomness into the computation units. Instead of neurons firing at fixed input thresholds, Boltzmann machines fire stochastically based on the input. 

These neural networks are sometimes referred to as generative networks because they learn the probability distribution of the input training data and they are able to stochastically regenerate the data. Popular generative networks, include the autoencoder, deep believe network (DBN), deep Boltzmann machine (DBM) and generative adversarial network (GAN) [38] Goodfellow et al., 2014. GAN pairs a deep generative network with regular deep discriminative network. These two networks are evolved simultaneously, where the generative network creates artifacts and the discriminative network critiques the artifacts. GANs are capable of generating photo realistic faces [39] Karras et al., 2019 as well as novel paintings [40] Elgammal et al., 2017.

Boltzmann machines allows for arbitrary network topology, but most generative networks forbid connection within a network layer, i.e. using restricted Boltzmann machines (RBM) as layers. The reason for the restriction is to support computational efficiency. Intralayer edges introduce loops in the network which dramatically increase the training time in an undesirable manner. 

At the University of southern California’s Information Sciences Institute \ the quantum computing center is in possession a of D-Wave open-system adiabatic quantum annealer that is capable of sampling from Boltzmann machine network with loops, specifically chimera graphs. Although the current generation has limited number of qubits and intralayer connection, we have shown that the extra representational power afforded by these extra edges can decrease the training time and improve learning [41] Yao et al., 2018, [42] Liu et al.,, 2020. This advance should enable more realistic and “human” virtual computer agents. 

One of the issues facing both the previous work on MentorPal and the projected future work on the incarnation of the robotic warfighter is the identification, assessment and ranking of various scenarios and environments. The prior experience of the selection of issues to be addressed will be critical as we face the problems of effectively controlling the virtual battlefield superimposed on the real battlefield. In previous work, the authors had to ascertain the corpus of questions to be asked. They developed useful techniques for ascertaining this corpus.

These advances are significantly interesting and have attracted inquiries for various agencies of the government, Figure 4.1&2, who also often have questions about the size of current quantum machines (Figure 4.1&2). 
 (
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Figure 
4.1
  Demonstrating the scale of 
Quantum Annealer Case
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The utility of the Incarnation suggested herein would have dual use attractions to those outside of the Department of Defense, and wide promulgation of research efforts would be advisable. Dual use technologies are typically more easily funded and the funding is more easily defended,

New display and sensor technologies are expanding rapidly. The holographic displays in use by the New Dimensions in Testimony project cited above might find significant applicable utility in the provision of a “virtual humanizing” of battlefield robotic entities. The pervasive use of virtual, augmented, mixed, and cinematic reality is the core of the definition of cross reality, also called XR. This paper’s major thesis not only will require, but may be the paradigm case for the emergence of this new discipline. This cross-disciplinary approach is central to the success of the proposed effort to support the warfighter in ways that will be effective in high-stress situations. Such a development strategy will also assist in preventing untoward actions by a rogue autonomous entity that would violate the Laws of Armed Conflict.

4.2 Extensibility

Experience has shown that, not only are there an unfathomable plethora of military situations, technologies [43] Burmaogla & Saritas, 2017 and organizational hierarchies, but these are becoming more dynamic, more complex, and more transitory[44] Kott & Perconti, 2018. In response to this ostensibly inevitable flow of new technologies over the course of a career, it seems most important to focus analyses on successful approaches more than specific platforms and units. The insights from a system to facilitate a Squad Leader’s optimal control over a mixed unit made up of human and non-human entities may illuminate how to best approach a UAV pilot’s control of over a flight of UAS aircraft. Interoperability may not be universally feasible, but experience dictates a cautionary admonition not to become to insular and remain open to other services’ advances in the human/non-human interfaces [45] Gong et al., 2001. 

Another dimension of extensibility is the dual-use interest held by DoD research organizations. Clearly the issues discussed in this paper would be immediately extensible into civilian first-responder contexts, but that may only be the beginning, The authors hold that providing a more human-like interface, critical in high stress situations, may have similar benefits in other important functions. One of these functions could be that of counseling, such as demonstrated in the SimCoach project [46] Rizzo et al., 2016, another may be that of assessment [47] Shaw et al., 2019 and yet another may be that of instructional interfaces, [48] Elstad & Davis, 2017. Additional implementations will no doubt occur to the reader. This paper asserts that it is incumbent upon the researchers to abstract, identify, define, and communicate their insights and approaches in this field, eschewing the proclivities to focus solely on the task before them.

4.3 Inculcating Appropriate Behavioral and Communication Styles

One area of potential is the area of computer agent personality, whether the agent is a pure virtual human, e.g. an animated agent, or a live human, e.g. the use of a library of video-clips as in the MentorPal project [49] Burns et al., 2018. Based on more than half a century experience in leading personnel in dangerous military situations, this paper asserts that a commander’s primary concern is knowing their people, understanding their needs, and providing the guidance they require. Some need their confidence bolstered, some are foolhardy and require constraints, and some need constant “motivation” in order to achieve mission goals. It seems clear that the passionless voice of HAL in the film 2001 [50] Kubrick, 1968 which was characterized by a lack of affect, would not be compelling or optimal in a highly stressed situation such as combat. However, it might be beneficial to modify both the computer agent’s basic personality and their emotional tone, as may be warranted by the situation. This would hold for situations calling for a human/non-human interface both up and down the Chain of Command. This paper’s vision was the issues arising when a live human is controlling computer-driven entities, but it is within the authors’ Weltanschauung that there may be times when an intermediary computer agent will be relaying direction from a senior commander to the warfighter in the field [51] Khalid et al., 2018.

The application to combat would require some general customization of the personality of the devices based on the roles of the device. Study will be required to determine customizing personalities for individual devices is useful.

4.4 Scenarios

We showed in an earlier paper [52] Davis, et al., 2018 that this interface could assist information flow. Some examples of this concept are: 
1. Privates in an infantry unit could be replaced by autonomous privates. 
2. Various functional teams on a warship could be replaced by entities. 
3. A flight of autonomous attack aircraft could be controlled by a single human flight commander.

For the example of an infantry squad, the human leader would take the role of a sergeant leading his privates. The squad would stay in close proximity autonomously, but tactics and use of lethal fire would be employed only at the verbal command of the squad leader. The autonomous privates would communicate orally and via the use of computer enabled avatars. along with real time data channels such as video and audio.

An entire submarine could be run by a single Captain, with AI-enabled computer agents operating the propulsion, weapons, sensors, and fire control systems. They would communicate with the Captain using Natural Language Processing capabilities shown effective in virtual conversational capabilities cited above. The Captain’s communications interfaces would be similar to those functions as experienced with typical human crews.
 (
Figure 
4
. Artist’s Rendition of a Mixed Drone 
and Manned Aircraft Flight (Boeing Photo)
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A flight of autonomous aircraft could be controlled by a single human flight commander flying in concert with the swarm of drones. An example of the type of drone and the possible tactics are described in [53] Levik, 2019. The issue raised here is that of the best way to make his control similar to the way it is now. A couple of potential paths of implementation would be based on the technologies propounded above, based on current successes and emerging capabilities in NLP. One issue to be addressed would be that of verbal garbles. Like so many things that are ostensibly easy for humans, understanding human speech is often a matter of knowing what to expect, when to “fill in the gaps” and when to ask for a clarifying repeat. Lethality, ethics and the Law or Armed Conflict mandate a set of redundant fail safes to prevent, or at least minimize, catastrophic failures. Carefully crafted and explicitly delimited specifications would be required, and the experience is that having a full-time team member who has actual combat operations experience is invaluable. Seeing a Subject Matter Expert once a month is no substitute. Such a capability is envisioned in Figure 9 by the Boeing Corporation.


Conclusions

Early participation by the standards community will facilitate a more orderly adoption of emerging technologies. XR is particularly in need of consensus building and standard terminology. Using more technology to fight will have advantages in efficiency and safety for the warriors. As more autonomous weapons are introduced, the ethical challenges will emphasize the criticality of the interface between the human commanders and the incarnation of the autonomous warfighting entities. The best interface is the centuries’ proven human to human interaction using natural language. The interactions of the classic chain of command have been developed over the millennia to optimize the sensing of situations, personal capabilities, fatigue, and morale, these translated into effective control and assessment of appropriate delegation of responsibility. AI can assist in these functions if the appropriate emerging technologies are enhanced and adopted effectively. The technologies exist to support this type of interfaces utilizing virtual humans and exploiting emerging technologies such as quantum computing, Natural Language Processing, Deep Learning, advanced sensors and sophisticated display and haptics.

Further research studying these scenarios in detail will lead to better solutions. 
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Young Mentee Responses from Three Trial Cases™
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*plus half a dozen adults; their ages were estimated
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